Artificial Intelligence?
Augmented Intelligence?
Augmented Humanity?

Norbert Wiener, MIT God and Golem, Inc: A comment on certain
points where cybernetics impinges on religion, 1964, The world
of the future will be an ever more demanding struggle against the
limitations of our intelligence, not a comfortable hammock in
which we can lay down to be waited upon by our robot slaves.
(U.S. National Book Award Winner)
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Abstract: Augmented humanity (AH) is a term that has been mentioned in several research papers.
However, these papers differ in their definitions of AH. The number of publications dealing with
the topic of AH d by a growing increase over time, being
high impact factor scientific contributions. However, this mrmmnlo,,\ is used without being formally
defined. The aim of this paper is to carry out a systematic mapping review of the different existing,
efnitons of AH and is possble applicaton areas. Publ
in Scopus, IEEE and ACM databases, using search terms “augmented human”, “human augmen-
tation” and “human 2.0". Of the 16914 initially obtained publications, a final number of 133 was
finally selected. The mapping results show a growing focus on works based on AH, with computer
vision being the index term with the highest number of published articles. Other index terms are

checkfor ted reality interaction, d mixed reality.
updates

tions from 2009 to 2020 were searched

In the different domains where AH is present, there are works in computer science, engineering,

;n::W: Lvrf:ﬂ:‘; ‘ﬂ‘ﬂ““m b i control systems and ‘This review hat it
o 15 necesary to formalize the definiton of AH and also the areasof work with greater opennes

the use of such concept. This is why the following definition is proposed: “Augmented huma
4. bitps/ /doiorg/ a P gration technology that prop y and

1 changing or increasing the normal ranges of human function through theresoration o extension of
intellectual and social capabilities”.

Sysemtic Mapping Review,Se
am

human physical,

Keywords: systematic mapping review; augmented humanity;
human-robot interaction; smart devices

earable computing; mixed reality;
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! 1. Introduction

maps nd instittional affl-

Humans are increasingly dependent on technology. Technology has changed not only
humans’ behavior and values but also the way they think, communicate and act [1]. How-
ever, recent scientific discoveries and inventions have demonstrated that technology is also
beginning to modify human capabilities, pushing them beyond their natural limits
Copyright: © 2022 by the auhors. Wiith the advance of technology, the interaction between humans and machines has been
Licensce ML Swizand. “improved”, “augmented” or even “redesigned” [5-5]. This has made it not only inter
s arice i n open scces anice ing and intriguing but also viable and arising as a serious concept of scientific research
disvibuted under the terms a0d and| development [9,10]. A term related to this technology advancement is Augmented
condions ofthe Ceve Commans Ffumanity (AH),

Atebution (CC BY) liense (htps:// The term AH was coined in 2010 at the Internationale Funk Ausstellung
conference [11,12], indicating that different devices which at first glance seem unconnected
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Al: foundations?

* 1950: Alan Turing, Mind, « Can a machine think ? » = « Can a machine be linguistically
indistinguishable from a human ? »

e 1956: Herbert Simon (Nobel laureate)
* Bounded rationality versus rational decision-making (“satisficing” versus “optimising”)
e The Logic Theory Machine
e Heuristics and rule-based programming

* The power of computing power, data, transmission, loT, ...
* Deduction versus induction, complementary and reinforcing

* Tversky & Kahneman (Nobel laureate), Prospect Theory (in essence a theory on risk aversion,
preferring certainty rather than probability, asymmetric risk perceptions with fear of loss
dominant)



E.g. phenotyping patients in view of personalised medical treatments

Classification and prediction like immune therapy

E.g. predicting the value of derivatives

Su pervised versus non-su pervised E.g. training and learning with known data, categories and labels
] ) E.g. training and learning with missing data, categories and labels
machine learning (“emerging”)

Algorithms: Machine Learning, Neural Networks (single/multilayered), deep learning

In search of “Explainable Al”, requiring design methodologies for Al applications



Algorithmes,
multiple and
multifaceted

* Decision trees

* Random forests

* Gradient boosting

* Logistic regression

e Clustering, K-means

e K nearest neighbours

e Support Vector Machines

* Genetic algorithms
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European Al
Act, challenge

to identify
and qualify
results

isk

Limited set of Al uses that violate fundamental rights, are
prohibited such as social scoring by governments,
exploitation of vulnerabilities of children, use of subliminal
techniques and biometric identification systems.

Al systems creating an adverse impact on fundamental
rights and safety. Mandatory requirements are proposed to
ensure trust and high level of protection of safety and
fundamental rights.

Unacceptable

Specific transparency requirements are imposed. Users

should forinstance be aware when they are interacting with
a chatbot.

All other Al systems can be developed and used
subject tothe existing legislation withoutadditional
legal obligations. Providers may voluntarily choose
to apply the requirements for trustworthy Al

ANNEX Il

HIGH-RISK Al SYSTEMS REFERRED TO IN ARTICLE 6(2)

High-risk Al systems pursuant to Article 6(2) are the Al systems listed in any of the following

areas:
1. Biometric identification and categorisation of natural persons:
(a) Al systems intended to be used for the ‘real-time’ and ‘post’ remote biometric

identification of natural persons;

4. Emp workers and access to self-

ploy
(a) Al systems intended to be used for recruitment or selection of natural persons,

notably for advertising i ing or filtering icati evaluating

candidates in the course of interviews or tests;
(b) Al intended to be used for making decisions on promotion and termination of
work-related contractual relationships, for task allocation and for monitoring

and evaluating performance and behavior of persons in such relationships.

5. Access to and enjoyment of essential private services and public services and
benefits:

(b) Al systems intended to be used to evaluate the creditworthiness of natural
persons or establish their credit score, with the exception of Al systems put into

service by small scale providers for their own use;

From “black box” to “explainable Al”, understanding results obtained, a methodological necessity.

Robert Musil, 1930, Der Mann ohne Eigenschaften, meaning and humility.



guestions

Legal?
Compliant?
Right?

VMware

VMware software powers the world’s complex
digital infrastructure. The company’s cloud, app
modernization, networking, security and digital
workspace offerings help customers deliver any
application on any cloud across any device. The
company’s culture and values are expressed through
the acronym EPIC2: execution, passion, integrity,
customers and community. VMware celebrates
employees in its annual EPIC2 achievement awards.
This honour is given to employees who best
exemplify these values through their actions.

Integrity and ethics are embedded in everything
they do, from the company culture to its product

KU Leuven University Liary on Masch I

Al-synthesized faces are ind
faces and more trustworthy

Sophie J. Nightingale®" and Hany Farid®

“Department of Psychology, Lancaster University,Lancaster LA YW,

istinguishable from real

“oepartment. Sciences,

University of Calforna, Berkely, CA 94720

Pres, Computer
December 20, 2021

Artificial intelligence (All-synthesized text, audio, image, and
ideo are being weaponzed for the purposes of

Universiy of T

11,200; accepted

regression analyses were conducted—one for real and one for
 race.

Gur evaluation of the photorealism of Asymthesized faces indh

on accuracy. For real faces, there was a \Lgmncum gender x
P <0.001
d that m

race_interaction, x* (3, N = 315) = 95.03, Post hoc
B dco veal a

ley and are capable of creating faces that are indistinguishable—
‘and more trustworthy—than real faces.

deep fakes | face perception

A\ it neligence (A1)-powered audio.imsge, and vido
synthesis—so-alld decp fakes—has democratized
o s e

was higher for male East As
faces and higher for male White faces ths
For synthetic faces, s also a significant gender x race
interaction, *(3. N = 315) = 68.41, P < 0.00L. For both male

curatel

classified, and male White faces were less accurately classified

than female White faccs. We hypothesize that White faces are

‘more difficult to classify because they are overrepresented in the
and

' 10 synthesiz-
5 an imagt of & Aciondl person (2) and Swapping ong persoms
identity with another or alicring whal they are saying in a video
(3), Al-synthesized content holds the power (o entertain but also

v sdversaia nevvorks (GANS) are poplar mech:

o, for hihesiing Sonent o neural

etworks—a generator and discriminat x1~«1g1nwv each other.

To wnmm an image of  fcti the enersorstarts
andom oy o pivels and emately e to wathes

A realisic face. On cath Heraton, he discriminator Jearns 10

then the
ations,

synthesized face is distinguishable from the real facs
discriminatos ponaiesth gencrtor, Over mulip

e generator learns 1o synthesize increasingly more realistic
e e dreriaror el o distinguish it from rcal
faces (sce Fig. 1 for cxample real and synthetic faces).

pop
threats of deep fakes, including the creation of nonconsensual
intimate imagery (more commonly referred 10 by the misnomer
“revenge porn”), small- to large-scale fraud, and adding jet fuel
o already dangerous disinformation campaigns. Perhaps most
pernicious s the consequence that, ina digital world in which any
image or video can be faked, the authenticity of any inconvenient
or unwelcome recording can be called into question.

Although progress has been made in developing automatic
techniques to detect deep-fake content (e.g.,refs. 4—
techniques are not efficient or accurate enough to contend with
the torrent of daily uploads (7). The average consumer of online

‘must contend with sorting out the real from

the fake. We performed a scrics of perceptual studics 1o deter-

GAN-synthesized faces from real faces and what level of trust the
faces evoket

Results
Bperiment 1. In this sy 315 paiipants clsifd, oe st
a time, 128 of the 800 faces as real or synthesized. Sh

Fig. 24 is the ditrbution of paricipant aceuracy (blue baro:
The erage acsuracy is 4827 (057 CI [471%, 9210),
close to chance performance of S0%, with no fesponse bias
&= 009 =099, Two repeated-measures binary logistic

PNAS 2022 Vol 119 Mo 8 e2120681115

Experiment 2. In this study, v participants, with training
oyl eedbacs,dvcted 135 m the
same 800 set of faces as in experiment 1. Shown in Fig. 24
i+ he disuibution of partcpan aceuracy (oringe b, The
average accuray improved sty o 55.0% (95% CI [57.7%,
60.4%]), with no response bias: o’ = 0.46; 3 Despite
2 cedback, there was no improvement in
a

o e, vithan sverag sczurcy of 393%

for st of 04 e and S835% 95% CI
[57.4%, mm])mrmmmnm t of 64 faces. Further analyses
to examine the effect of gender and race on accuracy replicated

1
that, for both male and female synthetic faces, White faces were
the most difficult to classify
e aware of rendering artifacts and given feedback,
there was a reliable improvement in accuracy; however, overall
pformance remained ony slightl above chance, The lak of
fmprovement over time sugecsts that the impact of feedh
it presumatiy becauee some syntheic ices imply do not
contain perceptually detectable artifacts.

Experiment 3. Faces provide a rich source of information, with
expasre of just millcconds sufficent to make implit nfer-
ividual traits such as trustworthiness (8).
andered whether syntheic fees acthate the same Jdgemients
of trustworthiness. If not, then a perception of trustworthiness
could help distinguish real from synthetic faces.
In this study, 223 participants rated the trustworthiness of 128
from the same set of 800 facs on a scale of 1 (very
untrustworthy) to 7 (very trustworthy) (9). Shown in Fig. 2B s the
distribution of average ratings (by averaging the ordinal ratings,
).

e resgenaansyc 125, anlyzed do, and ot e et
The suthorsdecre o compating et

The open s aride s daibuted under Creatis Commons Attbution-
NonCommerda NoDeraties cense 40 (CC SVACA)

Publshed Febrary 14, 2022

itpsdoiorg 10.10731prss 2120801179 | 1ot 3

development processes. To help operationalize

ethics into the organization,

VMware’s ethics

and compliance team is creating an ethical
decision-making framework called DECIDE to

help employees determine

solutions when faced

with ethically ambiguous situations. The DECIDE
model is a systematic process to evaluate potential
solutions through multiple ethical lenses, driving

an appreciation of diverse perspectives, and

enhancing ethical problem

-solving capabilities. As

with its Al code of ethics, which was created in a
grass-roots manner, VMware prioritizes ethics and
its EPIC2 values at every level from its leadership

to its 32,000-strong global

Challenges: inequity, fraud,

workforce.

Figure ?: Vicious cycle of digital inequality with a summary of empirical facts

Wormen are stereotypically responsible for family and
care and bear the bulk of unpaid work: 2.6 times
An recent analysis of 133 Al systems from much as men!
different industries in Europe shows that
system has a gender bias
ind every fourth system 'has both a
lor & aracial bias

‘Source: Smith et al. 2021

2018, European Instituter Gender 20T

Interest of girls in STEM subjects drops during
primary and secondary education
dramatically : atthe age of 15, only 0.5% of
girls, but5% of boys want to become
Computer scientists

Automation increases the gender & Source: OECD, 2017
pay gap: 10% incroase in
romaon loock o157 nrcese \’;@
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X
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confidence in:
Source: UNESCO 2018

Thegender pay gap inuropeis 1a.1%
in causes are

unfoi distibution of unpaid wark,
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segregation

Source::EIGE 2021

Selective educational decisions -
proportions of women

34%1CT 17%
Source:she Figures2018

Gender equality paradoxiniCT
education: The higher @ country's
Gender Equality Index, the lower the
proportion of women with ICT

Vertcalgender segregation (glasscaling): Only
every ath lsadership postion in the tec
accupied by women moln causes i and
ictural barriers o women { BroCuiture)

‘Source: UNESGO 2013, Emila Chang 2018 Source:stoetand Geary 2018
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Source: Bruegel.

in various fields of
study : Education 70% Health: 69%, STEM
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Ethics by Design:

An organizational
approach to responsible
use of technology

WHITE PAPER
DECEMBER 2020

Academics say this isjust the beginning.
The rising.

childcare subsidies; protections against
and

‘much better: they correctly identified only
68% of bstract: d 86% of

labour movement were on full display on
23 December, when more than 35% of the mem-
bers of two unionsrepresenting UC graduate
students voted against accepting university
officals’offer and

bullying,

and s new schedule for saarics Incoming
graduate students, for example, will see
their annual salary increase from around
US$22,000 to $30,500. “We could have won

Missed opportunity?
Oneof the organizers of the vote-no campaign
was Dylan Kupsh, a graduate researcher in
computersci JCLA.

the genuine abstracts. They incorrectly iden-
tified 32% of the generated abstractsas being
realand 14% of the genuine abstractsas being
generated.

‘Wachter says that, if scientists can't deter-

alotmore, tgetthere,
Kupsh says. “We're going in
another 2.5years.”

For Barry Eidlin, a sociologist at McGill

“dire consequences”. As well as being prob-
lematic for researchers, who could be pulled
e -

University in Montreal, Canada,
thelabour thesscale of the vor

re readi been fabri-

contact with union organizers at Columbia

campaign is yet another sign of chan

cated, there are “implications for society at

University,

“Inthe past, aca-

demic have felt like they should just society”. For: l Id
keep their i i
ended last January. haveajob,” hesays. " he add:

Inthe end, UC graduate students received

expectmore, andare willingtofight for more,

utArvind Narayanan, acomputersclntist

arange of new

at It
is unlikely that any serious scientist willuse
ChatGPT to generate abstracts.” Headds that

ABSTRACTS WRITTEN
BY CHATGPT FOOL

SCIENTISTS

is “irrelevant”. “The question is whether the
t00l can generate an abstract that s accurate
and compelling. It can't, and so the upside of
using ChatGPT is minuscule, and the downside
issignificant,” he says.

Irene Solaiman, who researches the social
impact of Al at Hugging Face, an Al company
‘Yorkand Paris, has

Researchers cannot always differentiate
between Al-generated and original abstracts.

fears about any reliance on large language
models for scientific thinking. “These models
aretrained on pastinformation andocial and

By Holly Else

nartificial-intelligence (A1) Chatbut
h fake

by ChatGPT. Now, a group led by Catherine
Gaoat Northwestern University in Chicago,
Hlinois, has used ChatGPT

ing, orbeingopentothinking, differently from
the past,” she adds.
B 1

can write sucl pape hether h h
pape cien- papers and conference proceedings, should
them chatbot to write e use of
texts. If instituti t©
Researchers allowuseof i i
TheBM), they should establish clear rules around

“lam very worried, says Sandra Wach(er

Medicine. They then compared these with the

disclosure. This month, the Fortieth Inter-
national C arning —

University of Oxford, UK, and was not mvolved
in the research. “If we're now in a situation
where the experts are not able to determine
what'strue ornot, welose the middleman that

“Ifthe expertsare not
abletodeterminewhat’s
true, welose the middleman

plicated topics” sheadds.
The chatbot, ChatGPT, creates realistic

ideusthrough
complicated topics.”

whichwill be held in Honolulu, Hawaii, in July
~announced thatithhas banned papers written
by ChatGPT and other Al language tools.
Solaiman adds that in fields where fake
information can endanger people’s safety,
suchasmedicine, journals might have to take
amore rigorous approach to verifying infor-

textin a'large

P—

nd asked

8
text. Software company OpenAl, based in
San Francisco, California, released the tool

spot the fabricated abstracts.

“but rather the perverse incentives that
lead to this behaviour, such as universities
conducting hiring and promotion reviews by

on30November, and itis free to use. Under theradar counting papers withnoregard o their quality
Since its release, researchers have been  The ChatGPT-generated abstracts sailed  orimpact’.

grappling. throught iari ian G c

ingits use, because much of the chatbot's  originality score was 100%, which indicates  oronoy20z212:351610 (oz2).

output can be difficult from  thar, i d

human-written text. Scientists have pub-
lished a preprint* and an editorial’ written

detector spotted 66% of the generated
abstracts. But the human reviewers didn't do

1 2023 Springer Nature Limited. All ights reserved.

abs2212.08104 (2022).
3. OComnar, 5. & ChatGPT. Norse Educ Prac. 86, 103537

Nature | Vol 613 | 19 January 2023 | 423



But also... a myriad of opportunities... method of invention

robot scientist, augmented learning

www.nature.com/scientificreports

scientific reports

OPEN

Gheck for updates

Best humans still outperform
artificial intelligence in a creative
divergent thinking task

Mika Koivisto! & Simone Grassini®'

Creativity has traditionally been considered an ability exclusive to human beings. However, the rapid
development of artificial intelligence (Al) has resulted in generative Al chatbots that can produce
high-quality artworks, raising questions about the differences between human and machine creativit
In this study, we compared the creativity of humans (n = 256) with that of three current Al chatbots
using the alternate uses task (AUT), which is the most used divergent thinking task. Participants were
asked to generate uncommon and creative uses for everyday objects. On average, the Al chatbots
outperformed human participants. While human responses included poor-quality ideas, the chatbots
generally produced more creative responses. However, the best human ideas still matched or exceed
those of the chatbots. While this study highlights the potential of Al as a ool to enhance creativity,

italso the unique and that may be difficult to fully
replicate or surpass with Al technology. The study provldes insights into the relationship between
human and machi , which s related ions about the future of creative

workin the age of Al

The development and widespread availability of generativ artificial intelligence (AN tools, such as ChatGPT

or MidJourney (http as sparked a lively debate about numer-
ous aspects of their integration into society', as well as about the nature of creativty in humans and AP, One
of the key issues surrounding the implementation of Al technologies pertains to their potential impact on the
job market”. With Al systems becoming increasingly capable of performing tasks that were once solely within
the purview of humans, concerns have been raised about the potential displacement of jobs and its implications
for future employment prospects’ In the field of education, questions have been raised about the ethical and
s well as concerns about how AT systems might reduce criti-
cal thinking skills® ‘Another 4 a:pscl of the debate involves the legal and ethical ramifications of Al-generated
content®”. As these tools produce increasingly sophisticated works, ranging from articles to artistic creations, it
raises the issue of whether Al-generated products should be granted the same legal protections as human-created
works, and how to assign responsibility and credit for such creations.

Atthe heart of these discussions lie fundamental questions about the nature of human identity and creativity,
and how this identity interfaces with Al systems that scem capable of human-like creative production®. As Al
technologies continue to advance, they challenge traditional notions of what it means to be human and force
us to reconsider the unique qualities that define our species. For example, the concept of creativity, which has
historically been attributed exclusively to conscious human beings™,is now being reevaluated considering Al's
ability to seemingly generate original content.

Alhas shown tremendous potential for greater and more enormous possibilities in areas that require reason-
ing and creative decision making, This is demonstrated, for example, by the rise of chess engines, neural networks,
and deep learning-based chess networks, which are capable of defeating chess masters (https://builtin.com/artif
icial-intelligence/chess-ai). Additionally, AT seems to perform well in art-related creativity. Recent AI tools can
produce high-quality art pieces that have been bought for high prices', as well as poetry that is indistinguish-
able from human-made art'". These findings seem to suggest that Al is capable of creating products that humans
typically perceive as creative. But what exactly is creativity?

onally, creativity has been defined as the ability to produce ideas that are, to some extent, both original
and useful'™. This definition allows us to evaluate the creativity of AT’ ideas using the same criteria applied to
human ideas. In this study, we compare the products generated by Al and humans in the context of creative

*Department of Psychology, University of Turku, Turku, Finland. 2Department of Psychosocial Science, University
of Bergen, Bergen, Norway. *Cognitive and Behavioral Neuroscience Laboratory, University of Stavanger,
Stavanger, Norway. “email: simone.grassini@uib.no

Scientific Reports|  (2023) 1313601

| ttps://doi.0rg/10.1038/541598-023-40858-3 natureportfolio

Invention of a

Method of Invention

Functional genomic hypothesis
generation and experimentation
by a robot scientist

Ross D. King', Kenneth E. Whelan', Ffion M. Jones', Philip G. K. Reiser’,
Christopher H. Bryant’, Stephen H. Muggleton’, Douglas B. Kell*
& Stephen G. Oliver’

' Department of Computer Science, University of Wales, Aberystwyth SY23 3DB,
UK

2School of Computing, The Robert Gordon University, Aberdeen AB10 1FR, UK
*Department of Computing, Imperial College, London SW7 2AZ, UK
4Department of Chemistry, UMIST, P.O. Box 88, Manchester M60 1QD, UK
*School of Biological Sciences, University of Manchester, 2.205 Stopford Building,
Manchester M13 9PT, UK

The question of whether it is possible to automate the scientific
process is of both great theoretical interest” and increasing
practical importance because, in many scientific areas, data are
being generated much faster than they can be effectively ana-
lysed. We describe a physically implemented robotic system that
applies techniques from artificial intelligence*® to carry out
cycles of scientific experimentation. The system automatically

General-Purpose Technology
O YES

Industrial Robots ‘Sense & React” Robots

(e.g. Fanuc R2000)

NO
(e.g. Autonomous vehicles)

Statically-coded
ES Algorithmic Tools
(e.g. fMRI)

Deep Learning

Source: Cockburn, Henderson & Stern, NBER, 2018
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-
INSIDE THE NASCENT INDUSTRY
OF AI-DESIGNED DRUGS

Artificialintelligence tools are beginning to upend the drug discovery pipeline, with several new
compounds entering clinical trials. By Carrie Arnold

rug discovery is expensive, ineffi
cient, and fraught with failure. An

“It was such a grand goal, but every time
Iwento dventure capialis, they never gave

onlyare some of the biggest playersin pharma
already convinced of the utility of Alin drug

didnotmeet their stated endpoints.

Despite this challenge, the use of artificial
intelligence (A1) and machine learning to
understand drug targes better andsynthesize
chemical compounds to interact with them
has not been easy to sell. Alex Zhavoronkov
would know. When the CEO and founder of

Even asrecently as S years ago, his presen:
tations had to explain to pharma collabora
tors why Al was so promising. Not anymore.

but these drugs
are beginning their ultimate test in clinical
trials (Table 1),

“In the last couple of years, Al has gone

Nowheisat ys
Alnascent revolution

“We've managed to get here in three years,
and we didn't fail. And we did it multiple
times,”

programs moving towards the clinic” says
Williams Jones, “There's no shortcutstodrug.
discovery. We canhave betterinformed ideas,
butyou fthe

w2 Kong
andNew York, cadre ofother  including
ing nearly a decade ago, he struggledtofind _ Exscientia’s Andrew Hopkins and Benevo:
others whoshared his vision. IentAI's Bryn Williams Jones, means that not

process”
These trialsare stillin their carly days, says
Hopkins, 0 it is not yet clear which com:
pound will cross the finish line first. But he is

naturemedicine




Challenges and opportunities reinforcing one
another

ORIGINAL ARTICLE
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Can ChatGPT be an author? A study of artificial intelligence
authorship policies in top academic journals
Brady D. Lund ©,** and K.T. Naheem?

Brady D. Lund K.T. Naheem

Department of Information Science, University of
North Texas, Denton, Texas, USA

2Central Library, Pondicherry Central University,
Puducherry, India
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INTRODUCTION

Abstract: Academic publishers have quickly r ded to the impact of
artificial intelligence (Al) tools on authorship and academic integrity.
However, there remains a lack of understanding about Al authorship poli-

cies and the attitude of academic journals towards these tools. This study
aims to address this gap by examining the Al authorship policies of
300 top academic journals during the period of late-spring 2023. Over half
of the journals examined have an Al authorship policy and guidelines for
acknowledging Al usage in manuscript preparation. These acknowledg-
ments are typically made in the methods or acknowledgement sections,
although some journals have introduced a new, special section on Al
usage. The study also found that Al authorship policies may differ
depending on the publisher and discipline of the journal. Many publishers
have adopted uniform Al authorship policies that are implemented across
all journals that they publish. These results are useful for publishers, edi-
tors, and researchers who want to learn more about how academic
journals are dealing with the emergence of large language models and
other Al tools in scholarly communications.

Keywords: academic journals, Al authorship, artificial intelligence, author-
ship policies, ChatGPT

analysing the Al authorship policies that have emerged among
top publishers and how they guide the usage and acknowledge-

Use of artificial intelligence (Al) tools, especially those based on
large language models like ChatGPT, has grown tremendously in
the past several months. These tools have the potential to dra-
matically transform academic publishing, where they can be used
positively to improve the quality of written works or abused to
generate papers full of misinformation and phantom references
(Foster, 2019). Justifiably, there is growing concern about the
potential implications of these Al tools for authorship of aca-
demic manuscripts and the impact on the integrity of scientific
publications. This study examines how academic journals have
adjusted to the new academic reality of these Al tools, by

ment of Al technologies. These findings should offer both clarity
and guidance to other publishers, journal editors, and authors as
they navigate this emerging landscape.

LITERATURE REVIEW

Generative Al—artificial intelligence applications capable of gen-
erating new content such as video, images, and text—can revolu-
tionize scholarly writing and publishing (Liebrenz et al., 2023;
Lin, 2023). The world appears to be situated on the precipice of
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Humans are hooked.

Machines are learning. &}

A";l ’-) L

Thank you.
Questions?

What if an AI won the Nobel prize for
medicine?




